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Autonomous Vehicles: Now and 
In the Future, and Where Is the 
Legal Landscape Headed?
Elaine D. Solomon*

In this article, the author explains that, as autonomous vehicles become more 
and more prevalent, the current legal framework for allocating liability is 
going to have to adapt accordingly—along with insurance coverage for such 
claims. The author adds that there is also a fundamental question that we will 
have to address as to whether fully automated driving systems are beneficial 
or not to our overall vehicular transportation framework. 

Autonomous vehicles are no longer just a futuristic dream; 
rather, automated driving technology is advancing so that such 
vehicles can become part of the mainstream. Automated driving 
technologies that everyone may be familiar with include adaptive 
cruise control (which automatically slows down or speeds up a 
vehicle to maintain a safe following distance), self-parking, auto-
matic emergency braking (which can detect a possible collision and 
apply the brakes, or perhaps even steer the car, to avoid or lessen 
the collision), and lane centering (which automatically keeps the 
vehicle centered in a lane).1 

Presently, automated driving systems do not completely auto-
mate driving. Therefore, the driver is still responsible for control-
ling and safely operating the vehicle. 

However, in the future, automated driving technologies will 
take over more and more driving tasks. This trajectory could be 
viewed as a benefit because it will help to eliminate human error 
that causes crashes. 

This also raises questions regarding allocation of fault and/or 
liability between the human driver versus the manufacturer of the 
autonomous vehicle/automated driving system as automation takes 
over the driving task. 

Will (or should) the human driver be held liable in accidents 
involving autonomous vehicles, or the automobile manufacturer? 

And how should our legal system adapt negligence and/or prod-
uct liability principles for accidents involving autonomous vehicles?
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The Technology

An autonomous vehicle’s control system typically consists of 
sensors, radar, software, and on-board cameras, plus light detec-
tion and ranging systems (LIDARS) that use infrared pulses that 
are used by the vehicle to “see” its surroundings. The vehicle’s on-
board computers then communicate this data to the vehicle, which 
uses this data to make certain driving decisions. 

There are several generally recognized levels of driving automa-
tion for autonomous vehicles. SAE International (an automotive 
industry group) has defined certain levels of driving automation 
technologies—level 0 (no driving automation) through 5 (full 
driving automation). 

The SAE standards are voluntary, but they have been accepted 
by some states and the federal government. The standards set 
by SAE span all aspects of the “dynamic driving task”—that is, 
the operational and tactical requirements to operate a vehicle in 
traffic, which include control of lateral vehicle motion (steering), 
longitudinal vehicle motion (acceleration and deceleration), and 
object and event detection and recognition (monitoring of the 
driving environment, recognizing objects and events that affect the 
driving task, and making appropriate responses to those objects 
and events). 

As one progresses through the five levels of automation tech-
nologies, control of the driving task is transferred from the human 
driver to the driving automation systems of the vehicle.

Level 0: No Driving Automation

At Level 0, the driver is responsible for all aspects of the dynamic 
driving task. Safety systems such as collision avoidance, lane keep-
ing, backup collision avoidance, anti-lock braking systems, and 
traction control do not take a vehicle out of Level 0 because the 
human driver is still responsible for object and event detection 
and control of the vehicle.2 Most vehicles on the road are Level 0.

Level 1: Driver Assistance

At this level, the driving automation systems start to have 
control over a portion of the dynamic driving task—either lateral 
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(steering) or longitudinal (acceleration and deceleration) vehicle 
motion, but not both simultaneously.3 An example of Level  1 
driving automation is an automobile with adaptive cruise control, 
where the system has control of longitudinal vehicle motion, but 
the driver is responsible for lateral vehicle motion (steering). Fur-
ther, the driver must monitor the system and be ready to take full 
control of the vehicle. 

Level 2: Partial Driving Automation

This level adds the capability for the vehicle to control both 
longitudinal (braking/acceleration) and lateral (steering) vehicle 
motion control simultaneously.4 

However, as is true for Level 1, the driver is fully responsible 
for monitoring the driving automation systems and taking over the 
driving task if the system disengages or malfunctions, as required. 
An example of Level 2 would be a vehicle with both lane center-
ing and adaptive cruise control activated at the same time. Several 
automobile manufacturers currently offer Level 2 driving automa-
tion, including General Motors, Tesla, and Hyundai.

Level 3: Conditional Driving Automation

At this level, when engaged, the entire dynamic driving task 
is performed by the automated driving system. Thus, the human 
driver is relieved of all driving tasks and is now a “user” rather 
than a “driver”—that is, the human “user” is not required to either 
monitor the automated driving system or perform the object and 
event detection and recognition task.5 

However, the human “user” must still be ready to take control 
of the vehicle if the automated driving system requests user inter-
vention, such as when the system senses failure(s). Mercedes-Benz 
currently is testing some Level 3 technology in Germany, within 
restricted parameters, including under certain conditions (i.e., 
speed, road, and environmental conditions) on limited access 
highways. This level is a large step forward toward truly automated 
vehicles because the driver is free to engage in other tasks while 
the system operates the vehicle. 
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Level 4: High Driving Automation

At this level, the automated driving system performs the entire 
driving task and takes corrective action as needed. There is no 
expectation that the “user” will intervene and take control of the 
vehicle.6 If a risk condition is encountered, the system will cause the 
vehicle to come to a stop, pull off the road, or take other corrective 
action. Level 4 vehicles are limited to an operational design domain, 
which can include limits regarding geographical boundaries, road 
conditions, time of day, weather, speed, or a combination of factors. 

Level 5: Full Driving Automation

Level 5 adds to Level 4 systems by removing any limits on the 
operational design domain.7 When a Level 5 system is engaged, it 
does not require any human supervision or operational tasks. The 
human in the vehicle becomes a passenger with no responsibility 
other than to engage the system and input the vehicle destination.8 

The Legal Landscape

There have not been many lawsuits involving autonomous 
vehicles that have progressed to substantive decisions or jury ver-
dicts—yet. However, a few such cases may forecast what is to come.

Criminal Charges

To date, there have not been many criminal charges pursued in 
connection with accidents involving autonomous vehicles. How-
ever, a recent case in Los Angeles County Superior Court could 
foreshadow what is to come. 

In People v. Kevin George Aziz Riad, the driver (Riad) was 
involved in a double fatality accident in December 2019 while 
operating his Tesla. Prosecutors filed felony charges (two counts 
of vehicular manslaughter, which carry a minimum sentence of 
four years in prison9) against Riad for operating and relying on 
his Tesla’s autopilot system in a “grossly negligent” manner.10 The 
Tesla was equipped with adaptive cruise control (to slow down 
or speed up the vehicle to keep pace with traffic) and “Autosteer” 
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(to keep the vehicle in the center of a lane). The Tesla’s diagnostic 
data showed that when Riad reached the intersection where the 
accident occurred, he ran a red light traveling 74 miles per hour 
(in a 45 miles per hour zone) and did not apply his brakes prior 
to impact. At the time, Tesla had not yet released its traffic light 
and stop sign control feature, which enables the car to respond to 
traffic lights, so there was no basis for Riad to expect that the car 
would “respond” and/or stop at the intersection. 

Riad was found guilty of manslaughter with gross negligence, 
with the court finding that he was responsible for controlling the 
vehicle when approaching the intersection instead of trusting the 
autopilot. 

Fault or No-Fault Tort Liability

Current tort-based automobile liability frameworks vary from 
state to state, but can be generally categorized as fault versus no-
fault. Traditionally, an automobile driver involved in an accident or 
other event must prove that the other party was negligent (i.e., had 
a duty of care that was breached), and that the negligence caused 
the alleged injuries and/or damages.11 Applicable motor vehicle 
codes and regulations help to define the “duty” owed by the driver 
of the vehicle. 

The alternative system is no-fault, for which there is no need 
to prove negligence on the part of the driver in order to recover 
damages. This allows for quicker, more efficient handling of claims 
and recovery of damages. For a lawsuit to be filed against the other 
driver in a no-fault scenario, certain conditions must be met, such 
as exceeding a monetary threshold or a severity of injuries/dam-
ages threshold.

If we add autonomous vehicles into the present fault/no-fault 
scheme, “driver fault” may not be relevant because the human 
driver becomes a “user” or “passenger” rather than the “driver.” 
Therefore, critically important for purposes of future liability 
claims is the question of who is the “driver” or “operator” of an 
autonomous vehicle. 

As an example, Nevada defines the “operator” of an autonomous 
vehicle (SAE J3016 Levels 3, 4, or 5) as the person who causes the 
automated driving system to engage. The Nevada statute further 
specifies that the “Driver” of a Level 3, 4, or 5 automated vehicle 
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is the person who caused the automated driving system to engage, 
and that for Levels 4 and 5, that rule only applies if the person is 
also the owner of the vehicle.12 

In California, “Operator” is defined as the person in the driver’s 
seat, or if none, the person who caused the automated driving system 
to engage.13 California also requires certain minimum amounts of 
liability insurance for drivers or operators of autonomous vehicles 
(including manufacturers involved in testing autonomous vehicles 
on public roads), and requires that autonomous vehicles be capable 
of recording certain technical information regarding operation of 
the automated vehicle for 30 seconds prior to a collision.14 

In Florida, “Operator” is defined to be the automated driving 
system, when it is engaged, regardless of whether a human person 
is present in the vehicle.15 Florida also imposes certain additional 
minimum insurance requirements for fully autonomous vehicles.16 

Federal Standards and the Legal Principle of Federal 
Preemption

As the presence of autonomous vehicles increases, federal 
standards could come into play with respect to liability issues. If 
federal standards are applicable, then they could preempt state 
standards. There are already federal safety standards in effect, to a 
certain extent, for vehicles, including those put in place pursuant 
to Federal Motor Vehicle Safety Standards promulgated under the 
authority of the National Traffic and Motor Vehicle Safety Act.17 

The National Highway Traffic Safety Administration has already 
been engaged in efforts to develop safety and design standards 
specific to Levels 4 and 5 autonomous vehicles. If such federal stan-
dards are found to be applicable in negligence or product liability 
claims involving autonomous vehicles, then defendant automobile 
manufacturers may seek to rely on those federal standards as pre-
empting any conflicting state law standards.

Product Liability Claims

An autonomous vehicle utilizes an automated driving control 
system and software to make certain driving decisions. If there 
are hardware or software defects in the automated driving system 
with respect to manufacturing, faulty design or programming, 
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or instructions/warnings, they could form the basis for product 
liability claims. 

The basic starting point is that autonomous vehicles (and/or 
their automated driving systems) must be considered a “product” 
for current product liability laws to be applicable. A case instructive 
on this point is Holbrook v. Prodomax Automation Ltd., et al.,18 in 
which the court held that the software at issue was subject to prod-
uct liability principles because it was an “integral” and “essential” 
component of the injury-causing machinery. 

Product liability law allows for recovery when a product is 
“defective” (i.e., is unreasonably dangerous to the ultimate con-
sumer when it leaves the seller’s hands). The defect may be due to 
a manufacturing defect, design defect, or inadequate warnings or 
instructions.19 

Further, a product may be unreasonably dangerous under either 
a “consumer expectations test” or a “risk-utility balancing test.” 

Under a consumer expectations test, a product is unreasonably 
dangerous if the danger is beyond that which would be contem-
plated by the ordinary consumer with the ordinary knowledge as to 
its characteristics. Figuring out the standard by which to measure a 
consumer’s common knowledge with respect to highly sophisticated 
automated driving systems may be very difficult. 

As an example by comparison, in Pruitt v. General Motors 
Corp.,20 the California Court of Appeal held that the consumer 
expectations test was inappropriate for evaluating the operation 
of a vehicle’s airbags, because their activation is “not part of the 
‘everyday experience’ of the consuming public” and their proper 
operation constitutes a “complex technical issue.” This raises the 
question of whether the product liability consumer expectations 
test can or should be applied to an even more complex technical 
“product” such as automated driving systems. 

Further, under a risk-utility standard, a product is defective 
when a reasonable alternative design that was available at the time 
of sale or distribution would, at a reasonable cost, have reduced the 
foreseeable risks of harm, and the omission of the design rendered 
the product not reasonably safe. 

Again, the difficulty of establishing “reasonable alternative 
design” for autonomous driving systems is apparent—at least at the 
present time when there are few alternative designs on the market 
and the manufacturer could claim that its design was cutting-edge 
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“state of the art” (and thus the safest and most advanced technology 
developed and in commercial use).21

Case Law to Date

There have been few cases to date in which parties alleged 
product liability claims against the manufacturers of autonomous 
vehicles, and even fewer substantive court decisions. 

By way of example, in 2021, there was a wrongful death and 
product liability case filed against Tesla in Superior Court of Cali-
fornia, Alameda County, in which the plaintiff alleged that Tesla’s 
autonomous system was defectively designed and manufactured 
because it did not timely perceive, sense, or react to changing traffic 
conditions, and was unable to perceive, react, and avoid commonly 
occurring roadway and traffic conditions.22 Plaintiffs also asserted a 
negligence claim against Tesla, claiming that the automated vehicle 
drove itself in a negligent fashion. 

Tesla moved to dismiss the negligence claim, arguing that the 
plaintiff was the one operating and driving the vehicle at the time 
of the accident, not Tesla. 

The court held that a vehicle that is driving itself in autopilot 
mode (where the driver takes manual control of the vehicle under 
certain conditions) is not being driven by the manufacturer (in 
this case, Tesla). There is little doubt that the court’s language 
in Escudero will be cited by automated vehicle manufacturers in 
defense of future negligence and/or product liability claims.

Another case that may shed some light on how plaintiffs will 
try to counter automated vehicle manufacturer’s defenses that point 
to the driver of the vehicle is Heather Lommatzsch v. Tesla, Inc. et 
al.,23 which involved a rear-end collision. The driver of the Tesla 
Model S alleged that she thought that the vehicle would stop on 
its own when confronted with an obstacle in its path, although the 
car did brake when traffic in front came to a stop. 

The gravamen of the plaintiff ’s claim was against Tesla’s sales 
personnel, in that she claimed that they misrepresented to her that 
the vehicle would stop on its own when in autonomous mode and 
she only needed to touch the steering wheel occasionally (which 
was contrary to warnings in the Tesla’s operator’s manual, which 
state that in autonomous mode the driver must keep his or her 
hands on the steering wheel at all times and maintain control over 
the vehicle). 
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This type of argument may form the basis for future claims 
against automated vehicle manufacturers for negligent or fraudu-
lent misrepresentation, false advertising, breach of warranties, 
etc., which is also relevant for purposes of product liability claims 
that follow the consumer expectations test for product liability.24 
Although rare, automotive manufacturers such as Volvo have 
announced that they will accept full liability for cars operated in 
the future in full autonomous mode.

Regardless of the liability framework, data stored by the auto-
mated vehicle’s driving system will be critical evidence with respect 
to establishing liability, and will no doubt be the subject of discov-
ery by litigants and insurers. Even with fully automated vehicles, 
owners could be found negligent if they failed to take steps such 
as installing and/or updating software.

What Will Be the Effect of Such Legal Liability 
Uncertainty?

Stifling creativity? Uncertainty regarding insurance coverage for 
such risks? Perhaps passing federal legislation that would preempt 
often inconsistent state law standards and remedies would provide 
some consistency and certainty for liability issues. 

One model approach could be the European Parliament’s 2017 
Resolution on Civil Law Rules on Robotics, which made two sets 
of recommendations.

First, creation of a compulsory insurance scheme, which could 
be supplemented by a compensation fund that would guarantee 
compensation for damages not covered by insurance and thus allow 
limited liability for those who contribute to the fund. 

Second, creation of specific legal status for sophisticated 
autonomous robots. 

The overall goal is to not limit liability or impede the ability to 
recover for damages because of the involvement of a non-human 
factor. 

Liability Issues for Insurers, Drivers, and Manufacturers 

Autonomous vehicles raise many issues regarding who is liable 
for an accident involving an autonomous vehicle: the human 
driver (perhaps covered under personal automobile insurance) 
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versus the manufacturer (perhaps covered under product liability 
insurance)—either as part of general liability insurance or under 
a separate product liability insurance policy. 

Also, cyber liability insurance may also be relevant, which would 
expressly provide coverage to a manufacturer for third-party claims 
in the event that someone hacks into an automated vehicle driving 
system. Insurance coverage would have to be closely monitored 
because there may be possible exclusions under general liability 
insurance or other types of insurance policies may preclude cover-
age for autonomous vehicle liability claims. 

Conclusion

As autonomous vehicles become more and more prevalent, the 
current legal framework for allocating liability is going to have to 
adapt accordingly—along with insurance coverage for such claims. 
There is also a fundamental question that we will have to address 
as to whether fully automated driving systems are beneficial or not 
to our overall vehicular transportation framework.
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